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# Abstract:

In recent days the detection of visual projects is done with convolutional neural networks(CNN).Later the development of fully convolutional neural networks(FCN) ,moreover there are chances for improvisation over generic FCN models which deals with scale space problems. Also on the other side holistically-nested edge detector provides a skip layer structure with deep supervision for edge and boundry detection. Our framework takes full advantage of extracting from FCN providing more advanced representation at each layer, this property is used for segment detection. It has advantages in terms of efficiency ie ,0.08 second per image, effectiveness and simplicity over existing algorithms. It can be analysed on the role of training data on performance, the experimental results provide a more reasonable and powerful training set for future research.

**Keywords:** Object detection, Image classification.CNN, Video analysis.

# INTRODUCTION

The goal in salient object detection is to identify the most visually distinctive objects or regions in an image and then segment them out from the background. Different from other segmentation-like tasks, such as semantic segmentation, salient object detection pays more attention to very few objects that are interesting and attractive. Such a useful property allows salient object detection to commonly serve as the first step to a variety of computer vision app- lications including image and video compression, image segmentation, content-aware image editing, object recognition, weakly supervsied segmantic seg- mentation, visual tracking, non-photo- realist rendering, photo synthesis, infor- mation discovery, image retrieval, action recognition etc. Earlier salient object detection methods were mainly inspired by cognitive studies of visual attention where contrast plays the most important role in saliency detection. Human beings have the ability of identifying the region or object in an image. Deep salient object detection aims to detecting and identifying the object or region in an image automatically. Earlier methods for salient detection are mainly inspired by cognitive studies of visual attention. Our framework detects all the objects based on training set provided to it. Main view of this project is to increase the accuracy rate of the detection ie, it recognize the object even in blur stage or under less brightness .Over 60-65 images can be trained for detection

.This framework can be constructed using deep learning , which is a subset of machine learning in AI that has network capability of learning unsupervised from data that is unstructured or unabled.

# EXISTING SYSTEM

Over the past two decades, an extremely rich set of object detection methods have been developed. The majority of object detection methods are based on hand-crafted local features, global features, or both. A complete survey of these methods is

beyond the scope of this paper and we refer the readers to recent survey papers for details. Here, we mainly focus on discussing recent object detection methods based on deep learning architectures.

# PROPOSED SYSTEM

Deep CNNs have been extensively used for object detection. CNN is a type of feed-forward neural network and works on principle of weight sharing. Convolution is an integration showing how one function overlaps with other function and is a blend of two functions being multiplied. Image is convolved with activation function to get feature maps. To reduce spatial complexity of the network, feature maps are treated with pooling layers to get abstracted feature maps. This process is repeated for the desired number of filters and accordingly feature maps are created. Eventually, these feature maps are processed with fully connected layers to get output of image recognition showing confidence score for the predicted class labels.

# SYSTEM ARCHITECTURE

1. **MODULE DESCRIPTION**
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# A.OBJECT DATA COLLECTION

Real time data collected from kaggle .Collection of data is one of the major and most important tasks of any machine learning projects. Because the input we feed to the algorithms is data. The algorithms efficiency and accuracy depends upon the correctness and quality of data collected. The output will be the same data.

# B.DATA PREPROCESSING

Collecting the data is one task and making that data useful is an-other vital task.Data collected from various means will be in an unorganized format and there may be lot of null values, in- valid data values and unwanted data. Cleaning all these data and replacing them with appropriate or approximate data and removing null and missing data and replacing them with some fixed alternate values are the basic steps in pre processing of data. Even data collected may contain completely garbage values. It may not be in exact format or way that is meant to be. All such cases must be verified and replaced with alternate values to make data meaning meaningful and useful for further processing. Data must be kept in a organized format.

# C.OBJECT DETECTION

Yolo is an algorithm that uses convolutional neural networks for object detection.In comparison to recognition algorithms, a detection algorithm does not only predict class labels, but detects locations of objects as well.The algorithm divides the image into grids and runs the image classification and localization algorithm (discussed under object localization) on each of the grid cells. For example, we have an input image of size **256 × 256**. We place a **3 × 3** grid on the image

# CONCLUSION

In this paper, we introduce our object detection network and compared it to existing CNNs. The comparison of CNNs was performed on object detection from image using different datasets for training of CNNs. The goal was to design A lightweight CNN model with high accuracy results. The object detection network model after training achieved a clear image. The measured accuracy of the object detection network model was performed on datasets .This review is also meaningful for the developments in neural networks and related learning systems, which provides valuable insights and guidelines for future progress.
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